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It bhas 1o been 'said that there ar& an . 1nf1nite .

_nulber of Bmglish sentenc%g "This is the cat "that caught the if .is

A

-

an Enqlish sentence. So is "This is tiRe/cag that caught the ra that'
stole the cheesg." vrhis is the cat with white paws .that caught the. //‘
rat that stole the~ che » is unobjectionable as well. Since a clear 4
| cutoff point cannot be' ecified, it is‘teapting to resort ‘to the . .-
. three dots,_mhis study, proposes that the argument from the lack of a 7
~-clear cutoff point infinxty is a bad argnnent' the set of English
sentences may be fuzzy set rather than a standard set. rnrthernore, L
it is .argged that/sthe imitial question 'suppresses several qnite' '
~distinct duestioas: A theory constructed to account. for;formal, ~
relations betweep sentences -might warrant the pogiting ‘of infxn:te ..
semantic-structures. A_theory cénstrncted 'to account £or humdn
understanding probahly would not. The ¢oamon claim that infinity is
_.necessary if there are to be novel and &reatzve uses” of language ls
" found to be entirely vithout suhstance. (Author/iﬁh)
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1. How many Engllsh‘sentences can be understood’_ Very, veryT

many. Noam Chbmsky has said and perhaps would stlll«say vjf
~ - 1ndef1n1tely many or 1nf1n1tely many (not not1c1ng the ot
dlfference, of which more 1ater; 1 How many Bngllsh.sen—’
) tences.are there° Zelllg Harrls has said and perhaps,
.fv would’ Stlll say denumerably 1nflnitely many.2. Many or
.2 .. | very many is not endugh accordlng to Chomsky and Harrls.

; The daffenence between very 1arae nd&bers and 1nf1n1ty is -

Supposed to reflect 1nterest1ng features of human 1anguages.

2. These v1ews have recently been challenced by Paul Ziff. 3
- . t . ...there jb;no 1mportant sense in Wthh
. © "it is trul¥ that there are 1nf1n1tely ‘9
R -+ many ‘English sentences.
. f‘ _' Zlff WOuld agree that there 1s an unlrportant sense 1in whlch

'

. thér® dre 1nf1n1te1¥ nany Epgllsn sentnnces.' One can do

ii‘.i‘ arlthmetlc in Engllsh. But Zlff thlnks that thlS pOSSlblllty

e

lS not 1llun1nat1ng with respect to English structure or
"Engllsh ‘grammar or anythlnv llke-lt."s. Ziff has no quarre&
“with syntactlc conpOnents that crenerate 1nrln1tely many
syntactic" structures. @ His qualns entar with senanthﬁ.
Although it is chlld's play to character-
ize powerfyl syntactlc devices -capable of
generatlng.an 1n‘1n1ty of sentences there's.
., Nno reason to believe that the somantlch,;_
- - of English (or of any natural ﬂancuage) is
of: a consonant or even comparab1e cnaracter.s




J'Q‘SLOOQ-, Bennett also talks about'the class of 'Engllsh

3.

And he gones on.

sentences or sentences that are utterly
incomprehéngible to speakers of t
language.."

Inevitably one will produce nonsj;sical

.,
S

Jonathan Bennett: has responded to Ziff's chalfenge. In

his Linguistic Behaviour Bennett replies to Ziff with the

L

following. .

'But-the question 'How many English sen- .
tences are there?' does not mean 'How
many sentences are there which would be =~ .
/  understood by speakers of English?' and .
7 no one would give the answer '1nf1n1tely
mahy' to the latter questlon...The notion
. of what has meanlng is admlttedly founded
upon .the notion of what is ungerstood, but
the two are not co-extens1ve. ' ' .
\ . '
Bennett supposes that the notion "what has mdhnlng" and: the

- |
noétion "what is understood" have exten51ons.. Thus he sup-

-

poses tHat there is some class ﬁhose members are "what Eas

’ ’

?
meaﬂln " and another class whose members are- "what is under-
g

v

]

g il b e g .

sen|ences'"i‘ But these predlcates are not weil.deflned._

,udlnce there is. no sdbh thlng as "the class of 'Encllsh

" sen-ences}", nor tha exten51ons of the notions "What has mean-

‘/

1r~”’%nd "what'ls under&tood "10 But if we suppose that it

] ' .

does make senSe to talk abQut extens1ons in this context,

<"‘

w

‘. b

e,ne tt, is certalg%y correct' " There are Engllsh sentences

ri
W a

—5

:fw111 never be understood by En011sh—speakers._ Some since
LT L

" they w1ll nevep be uttered .some- since.they are too complex,

. JA

" soma2 For othen reasons. ;Bennett assumes a stronger thesis

.';.[..‘ :. . 7% ‘ . . .’
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‘however. He assumes that there are Engllsh sentences that
aiﬁ‘j}v»;!' .
- %ﬁ could not be unﬁerstood by Engllsh—speakers. S M

4. . If Zif}hs position were'that being a’ sentence (or having

meaning) 1is co-extensive with being understood theh Bennett

gﬂp," )

,

.?uld have an easy v1ctory and Zz.ff's paper could 1argely
e

1gnored. Thlngs are not thatQSmele, however\\ .

“.ﬁdlnanly we have no diffi-

RS
SN

Let us look at an example.:

culty in understanding the following sentences:
(a) My uncle lS a llngulst._' |

(b) My father s brother is a‘llngulst.

(a) and (b) have (roughly) the same meaning. 1l E

(Nctice' that. one might very well know the meaning of a ..
sentence-or that two sefntences are Synonymous without having

- understood‘the sentences. Someone mlght know that the sen-
-4

tence wrltten on a plece of %aper 1n his left pocket has
(rouchly) the saqe meanlng as the sentence written on a

plece bf. paper in his. rlgh* pocket., Someone,m;ght heve told

him so. Nevertheless he mlwnt not have understood elther

sentence. He m;ght never have 1ooked at’ them;) Suppose that
. 4

fr01 tomorﬂow on Engllsh speakers cannot make hsads or tails

. W

of subordlnate grdoups of two nouns lf the qoud} can be re< -

<

versed. Eyamples of such pairs would be 'mother’'s: daughter','
- ;'father s brother' and 'a circle under a triangle'. Would

Ziff say that since (b) cannot be understood by English

speakers, although qu_gzesents no problenms, Tb).is.not an

_ o N 7
. - . . ‘ ;l , .
. . , .
. ) . , A
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an English sentence? Wefﬁope not. Failure to understand
(b) need not be attributed to the -semantics of (b)y but
should most llkely be attributed to n urologlcal factors.
After ail, (a) and (b) have (roughly) the same meanlng.
(Royén Jakobson d;scusses a type of apha31a that would ex-
p;axn our case.}z) What Ziff. would say is that failure to
understand a candldate for an Engllsh sentence may disqualify
it as an English sentence if the failure can be attributed
‘ 5i tq semantic factors.l3 He does not say that a candidate
for an English;sentence.must be disqualified if the failure
can.be attributedkto neurological factors;\
Sf One ha; to(E? careful in attrlbutlng the failure to under-

»

N
stand a sentence to semantl factors. Some cases are . falrly

stralght forward %he fallureibf\ﬁoneOne under some condltlon

,to.understand

(c) 7.1s greea

, ,_eoq;d bevattrlbuted to the fact that a number is not the. klnd-
; ' | ,of‘thing that is colored and this mlght be thought of as a
semantic factor. Notice that we don't claim that anyone would
fail to understand an utterance of (c¢) under any conditions
o whatever, just that there are conditions under which someone
| : would fail to underStand (c) due to semantic factore. : .
- - » Why do we attribute this faildre of understanding to

semantic factors? Because we take (c) to have the syntactic

ence to be syntactically well-formed.

P

" '.' | -

structure NP + VP, and

Y
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Thus, this failure of understanding must be due to seman-
tic factors. Contrast (c) with 'Ball dolphin mop cathedral.'
a string that has the syntactic structure NP + NP + NP + NP,
and thusvés not syntactically well-formed. SOf course sonemes
have been devised that count all deviance as syntactic.
Similarly schemes have been devised that count all deviance
- as semantic. Nei{her seem particularly weil-motivated.lu)a
‘ FUPther compllcatlons are presented by other cases.
. For example -

_- (d) ThlS sentence is in Engllsh.
If someone cannot understand an utterance of (d) be:ause he
‘eannot flgure out that 'thls' in (€d) refers to. (d), %he fail--
ure to understand (d) cannot be attrlbuted to semantic factors
namely, the refepence of 'this' in (d) on this occas;on.
Rather ;t can be attributed to the fallure to apprec1ate-the

relevant semantic facLors.-‘But don't confuse the last case

w1th the fOIIOW1ng. g' . <

T s - P T . e e

gy ‘Thls _ntence is fFalse. .
€ . .
'One could argue that\ if conceived self-referentially, (e) .

. - _
could not be’ understo'd:by any English speaker. (e) is, of"

course, a version of the well-known "liar paradox." TIf we,

4
assume it to be true
versa. No gne knozas

-~

't?follows that it is -False and vice

Hat it would berlike for (e) to be true,

—

ike for it to be false. wWe will not

or what it would bg
| | 15 :

pursue this line argument.
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6. Many linguists clgim that that thare are idfinitély many
English sentences. It is often unclear. what question this
| is,an‘gnswer to. How mfny English-sentenées are there, of
ﬂ.‘_- course; but as we sh;lllsee, what is asked by this question

is far from clear. Here ig an example: .

\
It is astonishing to find tggt even this
truism [the implicit ability to understand
_ / indefinitely many sentences]) has recently
been challenged. See Dixon (1963). How-
//”/i—N\ ' ever, it seems that when Dixon denies that A
) a language has infinitely many sentences,
. - - . he is using the term "infinite" in some ]
special and rather obscure sense. Thus on -
s . the same page (p. 83) on which he objects
to the assertion "that there are an infin-
ite number of sentences in a language™ he
States that "we are clearly unable to say .
BT : that there is any definite number, N, such
. that no sentence contains more than N
‘ - clauses" (that is, he states that the'
\ . language is infinite). Either this is a
blatant self-contradiction, or else he has
Some new sense of word "infinite" in mind.l16 '

\\3 3ut surely the mistake is Chomsky's, and Dixon is.not con-ygg

tradicting himself. On Choméky's view, that theré is no v

S definizsrnuﬁber~6f English genfgncés is equivalent to the
) , clain th&% there ‘are infinitely many English sentences. -, Why

: : oy : . i : <o '
not, not infinitely many but no definite number? In standard . ..

. .SeT theoryl7 no definitg finite number of elements -

.if a set has
ﬁ. * it.has infinitely many elements. And all finite sets have a

LY

-

\ s - -
{h © cefinite number of eleggnts. But these are standard sdik=

.

‘n2re membership is well-defined. Something 'g\éither}g m%mber
o - , P > » Ape T

« or it is not.: If we take ano*her approach and think of the

. o -

s2T of English sentences as a fuzzy set indefinite coes not -

-
-
B - L3

-

» ‘ . A

8
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. imply infinite. In fuzzy set theory mempershxp is graded.
Ar element is assxgned a numbe?® in the 1nclu51Ve 1nterva1
(C,1]. The number assxgned to ‘an element with respect ;;:o a

set is the’ degree to whzch that element bdon:Z_jo the set.

It does not make sense to ask how many membe fuzzy set

has since membership in a fuzzy set is not an either/or

u'quesflon. There 1s, for example, no answer to the questlon°
1 ) - *
How many tall meq are there? Some people are taller than.

o’

others. 'éb are cilearly members of the (fuzzy) set of tall
men.;_Some nat SO clearly. Some clearIy not. But how many e

, <
. . tall'men ere there? No answer. And it does not follow that

) there are 1nf1n1te1y ‘many tall ‘men.18 { T .

Maybe Chomsky thoughf’of this: (This Eflthe cat that

caught the rat.' is an English sentence. So is "This 14 the

] \ -

-

cat tha? caught the rat that stole the cheese.'.' 'This 1is the

cat with white paws that caught the rat that stole the cheese.'

.
-~

‘\: ' .is also aw English sentence. And it seems that one can_go
<% onlike thls.* For how long?’ There is no definite cutoff
e ]

. point Chomsky claims, and he is right. Does it follow that

-

.7 ~one can go on forever? That is, have we shown that there is
unbounded recﬂr51on}{n Englmsh’ Of course not, To show this

we neeq\georoof of unbounded recur51on and not Just a proof
e

» :
is no definite' cutoff point. Chomsky does not .

orovide such 2@ proof. That there is no deflnlte cuToff 901nt

thz+t th

& ~

‘doas not create any problens. Maybe we are deallng with fhzzy

-

° - | . S

M se;s,ﬁand-then we do not need definite cuggff points.

<
7
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?. How many‘Eﬂ!b}sh sentences are there? Is the‘question how y:.
many English"séntences can be undebstood? Or How,many Syn-zﬁf',
',tACtiéallY\“Gil°f5Pmed Enﬁlish sentehces are there? or hougﬂ.*

many syntactic structures a syntactzc tbeory of Englzsh should

generate? Or how many semant;cally non-devxant Englzsh

s

- .

sentences are there? Or how many Engllsh sentences a semand }1
t1c theory of English should account for? Or how many accept-

~able English sentences are there?

We will not-quartel with an infinite syntactic compon--

J

ent. Maybe infinity allows us to simplify- syntaotlc theoryv

N Maybe it makes it less compllcated. Ziff's rejectlon of

1nf1n1ty is based on semantlcs, and we will . attend to séman-
A\ v Y .. . :

tic structures in the follow1ng.

TN

8. ‘ The qQuestion is: How many Engllsh sentences shoula~a
, N -

) semantic theory of Engllsh account for’ But a pPldP questlon.;

What should a semantic theory. do’ Asstg eanLng to syntactic
z&g between sentences,.

structures,‘account for sameness of mean

U,
-.Z

' %
phrases, words and morphemes, account for paraphrase, charac- .

v
* “terize loglcab consequence and semantic entallmenf?‘ These are
. 3 . .. I.

commonly cited requirements. If we start with an infinite
| syntactlc component and adopt these requlnements (or at least

some of them,.and no others), then a semagtlc theory should
. * \

-

account for an infinite number of nngllsh sentences. This is-
_the picture exhibited by philosophers and 13§£Eians_such as

’_ Richard Hontague and Donald Davidson. A language is thought

’.

of-as an abstradt structure, not:as a means of cpmmuniagtion
Q '. E o o -

RIC < 19 - ]

L4
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among humans!.#%ut there is a problem. In most formal
:N»

pON

theo“ies the syntax is constructed so that it fits the
.- semantics, and syntactic and sqmantlc_well-formedn.ss co=
inzzde. Linguists have often made a distinction bqtween
- sentences which:are'syntactically scviant and those which
~ are semantzcally deviant, and theaé*notlons do not coincide. \
Sentence (c) on page v is perhaps syntactlcally well=formed. '
i That 1s, there might be a reasonable syntactzc theory of
English such that (c) does not v1olate any rule in thzs
theo.y. But it is semantlcally deviant. There aie‘dlrgi-
culties in drawing a line betweég syntactic and semantic
deviahce.2° The distinction is clear enough, however, to
~all'ow.one t6 point to seﬁtenqe$_¢h§t do not'violétg any™S—
AsyntactiF rule-bu@ do Qiolgte fédadfic rules. . ITn other
'words:‘ Not.evgny syﬁ;actically well-formed senténce 1is

N - -

semantically well-formed. This is enoygh o show that an

. infinite syntactic component does not imply an infinite

AT Seaan:ic.éoaébnent, TUe need nroa=syntactic argwments for this . -
concIusion; One such argg?ent could be that infinity in .

semantics allows for simpler semantic theo“les.. Bennett argues

in- this way 1n Llngulstlc Behav1or.?l Given the primitive-

. ’ state of senantlc thebry thls argument is difficult to‘eval-

uate, so we will remaln agnostic on this point.
.

9. - Something is missing from the picture exhibited, by

L Y - -
'Monta;ue,and Davidson. Sometimes more jis- wanted fgéh a

semantic theory than that it account for formal senantic
relatipns. Some have wanted serdantic theory to $id in the

e " Jo




understanding of what it is to understand n.scnteﬁc;
(phrase, word, morpheme). This cobncern with understanding
is a characteristic of 2iff's work in lﬁnzuiatics and -
semantics.?? It serves to din;;nguish 2iff's work from that

of Montague -and Davidson.

)
Is there anything infinité about understanding? In a

trivial sensa the answer is' no. People s lives are flnite,

-
Fl

attention-spans ara short, memories are lxmlted.

L;nguzsta in the Chamsky-Katz mold also clazm to be con-

1

cerrcd with understandins: .
3

. We may thus regard ‘the development of a model

* of the semantic nomponent as taking up the
explanation of a speaker's ability to produce 23
and understand indefinitely many new sentences.

3ut they are unimpressed with short attention-spans and limited

memories: ' ]
’
Linguistic theory is concerned primarily with
. an 1dea1 speakrhlloterer,1n a completely homo-
geneous speech-community, who knows its lang-

. . uage perfecrlj and is =unaffected by such.

' gramnatically irrelevant conditions as memo Ty
lrnztat:aﬁs, gistractrions, shifes ofateention
and 1nt¢rest( and errors (ra agdon or chdracter- -
istic) in apply‘ng his knowledge of thé language
in actual performance.?"

e A e

These linguists explicitly hold .that there is an infinite num-

~Der of English seateces. How can the concern with understand-
irng be reconciled with this claim? In the following way:

Linguistics is not about "cheap empirical facis"; {t is about
- . ’ .
the behavior of ideal speaker-hearers. ‘ .
P

Two lines of assault can be mounted against this position.®
rd

-
M .

i2 | | -
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One could dlsagreeﬁw1th thé goals of llngulSth theo affi'?f c'fi

127 .

;ifconcelved by Chomsky and Katz. Thls we shall\not do iit
%&as:been well don: elsewhere 25 Instead we Wlll take another

11ne of assault. Let us requlre of'a.semantlc theory that 1t

b \_ . e ] [

-
o~
1

efaccount for the strategles employed by speaker—hearers ln ‘

,;,4 . . . - -

kel T Voa )

",understandlng sentences.,yVT _H_»;;_ A Jg.h,-hf

—

 What 3re strateg1es°’ A strategycwould not be so-called x

" ,,", .f;

»

1f 1t dld not ald 1n achleVLng what 1t 1s a strategy for.. N |

' / “. .

Strategles are llke algorlthms,‘?oth are procedures for solv1ng

- 4

< Tro TTIRY

problems._ Howev_j Zh Lt all algbrlthms are 11ke strategles,'

L\trategles are ;?%1c1ent procedures for solv1ng¢prdb1ems.-

There are pfoblems for whlch algor1thms ex1st but requlre 'so ::

el
-8k e £

much tlme for thelr 1mp1ementatlon “that 1n practlce they can~

.’not'he employed | (The only'hnown algorlthms that are solutlons'

‘2oto the Droblem of ‘the travellng sales n's tour is an example.zs)
The strategles employed by human speak hea ers cannot be of, ~
thlS klnd. If they were ‘the rapldlty\of human understand}ng\

would be left unepralned. But this argument for the effliéency

_k"g_

of the strategles employed byuhuman speaker-hearers is not an ' .

argument for the flnlteness of such strateo1es.- It _eould be

» .

the case that there are stratogles 11ke the follow1nc-- ' N
. ” . - . ¢ . - . “ *.
- a means v . . :
’ . . aa means what a means . . ) SR
aaa means what a means., -
: T e - o : * >
oo : . - )
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’ “\ ] | ’
[§ " } N
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i That 1s, every sequence of- a s mean;.what the 1nlt1al 2 means._

. f ’ -

o ThlS strategy would be eff1c1ent and would account for an in-
. . . l. - .
'Fflnlte number of sentences. Here the problem 1s not w1th under--’r

-

-standlng but'W1th productmon. 1ﬂmmmfspeakeqrhea"ers do not and

;couldxggt produce'such sentences (at least past some unspeclfled

- L]

'number of 1terat:|.ons).s Slnce human speaker—hearers do not and
» ; o w k4
&could not produce sudﬂ‘sentences, there is’ ‘nQ reason to belleve_

that such strategles are employed 1n understandlng.
[ 2

/What Zlff'says is rlght It is not mere. chance that only a

finite number of sentences are uttered and undorstood 1t could

&
-_ " -

not be otherwlse. The strategles employed by human speaker= -

- .

hearers in understandlng are flnlte, howeﬁer 1deal you wan% these

humans to be; and what humans operate on is flnlte as well.

% ° ’
; - An }nflnlty of sentences is.a lot. One can go on and on and

. -

- . S—& R
on and on and on and on and not reach 1nf1n1ty.ﬂ How many Engllsh

!

-

sentences are there’ 'Prbbably not‘as,many as there are electrons'

1n the universe. Probably not 107
- But you may not be swayed. .What abOut-n0velty° What about
fcreatlv1ty? What about. the so—called "ratlonallst" tradltlon in

linguistics? -One bad argument that is repeated 1n the llngulstlc\

A

.llterature as that 1nf1n1ty li requln%d 1f We are to ‘say hew and
’ ’ . . ’

1nterest1ng things. But as almost, everyone knows, only a flnlte

number oF En/l;sn sentences ‘have been and wlll be uttered

-Finnegan's Wake, 77 Dream Songs and all of/Shakespeare and’
Strindberg were written from finite resources. But again one
. - " v' ‘

» . . ‘- ’

v,
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mlght say‘that none of these works could have been wrltten we e
there not an 1nf1n1te number of unuttered sentences. . One w '1g§ﬁ;{
. ‘ , _--"l '_.\'-L

- BAPOLY.

have thought that»lzngulstlcs s an emplrlcal sc1ence.,'Now we, ,;%

‘ y < - ‘.u : "\\\h' ‘_-‘

dlscover that 1I haunts the realm of "unactuallzed-p0681bies§"“"T?
. '.; .I" . o~ \\'\ .A('] v

2 ) :
Llngulsts who make such clalms devour themselves 27 ?iﬁ,jktﬁ”‘ﬁ;“
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